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Motivation, Goals, and Challenges

Motivation:
● Virtual discussions offer an insight into the public opinion
● 20% - 50% of users comments are irrelevant to the news article [1,2]
● This noise in the data affects downstream applications such as opinion mining

Goals:
● Introduce the Article-Comment Alignment Problem (ACAP)
● Define a set of article-comment relevance classes and propose a methodology to classify 

article-comments pairs automatically
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Motivation, Goals, and Challenges

Challenges:
● Comments are informal
● Comments are short
● Some comments are hard to categorize
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“It’s not Europe 
anymore. It’s Eurabia. 
This should not be a 

news story anymore.”

* Full article: https://dailym.ai/2Qz7RG9



Hypothesis

● It is possible to capture the extent of a connection and semantics between an 
article and its comments using globally pre-trained models, jointly fine-tuned 
with local data

● Considering the natural order of labels (relevant, same entities, same category, 
and irrelevant) during training will boost the algorithm learning process

● Constraints:
○ Limited amount of labeled data
○ Bounded number of tokens
○ Finding relevance by comparing formally and informally written text
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Data

Dataset:
● We collect News articles and their 

comments between 2015 and 2017 [3] 
from multiple news outlets

● Dataset has over 19K articles and 9M 

comments
● We choose five outlets with a broad 

range of lengths and different number 
of articles and comments
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Data

Labeling:
● We randomly select 1K article-comment 

pairs from each outlet

● T h r e e a n n o t a t o r s m a n u a l l y a n d 

independently label the article-comment 

pairs in four classes: Relevant, Same 

Entities, Same Category, and Irrelevant

● The final label is assigned using an average 

aggregation schema

● We created a binary version of each dataset
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Data

Labeling:
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Data

User Agreement Study:
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_____________________________________________________________________________
[4] Joseph L Fleiss. 1971. Measuring nominal scale agreement among many raters. \textit {In Psychological Bulletin}, 76(5), page 378
[5] Klaus Krippendorff. 2011.  Computing krippendorff’s alpha-reliability. \textit{ In Scholarly Commons}.

● WSJ was the hardest dataset to label
● WSJ, TG, DM, and MW = Fair Agreement

● FN = Moderate Agreement

[4]

[5]



Methodology

● BERTAC Model - Joint Modeling of 
Article and Comments

● BA-BC Model - Disjoint Modeling of 
Article and Comments

● Ordinal Classification Loss
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BA-BC Model



Experimental Setup

Evaluation:
● Weighted Accuracy : 

Baselines:
● Doc2Vec
● Siamese LSTM
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Siamese 

LSTM



Results and Discussion 

Binary versus Multiclass ACAP:

● Maximal performance is around 92% in the Binary setting
● Accuracy drops between 13%-23% in the Multiclass setting
● It is harder for  the model to capture the semantics and knowledge in the 

Multiclass setting.
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Results and Discussion 

Models Comparisons on Multiclass ACAP:
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● The model learns better when trained 

on the same article with different types 

of comments

● Doc2Vec performance is the worst
● Siamese LSTM accuracy is 1%- 27% better
● BA-BC accuracy is 4%- 17% higher
● BERTAC outperforms all models



Results and Discussion 

Ordinal Classification Loss:
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● BERTAC high with ordinal loss is 
outperforming original loss

● Quality affects ordinal loss more than 
quantity

● Ordinal loss has no significant advantage
● Investigate this phenomenon using high 

agreement examples and low agreement 
examples



Results and Discussion 

Ordinal Classification Loss:
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● The voting system improves the 

results concerning the accuracy and 

standard division

● What if the model was capable of 
finding the best prediction from 
different models?

● Vote = Average vote prediction for 
BERTAC uncased trained with 
ordinal loss and original loss, and 
BERTAC cased trained using ordinal 
loss.



Conclusion and Future Work

● Introduced article-comment alignment problem (ACAP)
● Propose an effective approach to predict the level of relatedness between 

a comment and an article
● Joint modeling of article-comments, i.e., BERTAC, can capture a deeper 

level of semantic relatedness between news articles and their comments
● With the ordinal loss, we can identify common mistakes made by 

annotators; use them to improve the performance of downstream 
applications, which we will explore in the future
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Thank you!
Questions?
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